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Machine Learning Workshop 1987: Exiended Abstract

e Extending Problem Solver Capabliities Through Case-Based Inference*

;'::' Janet L. Kolodner

i School of Information and Computer Science
1‘.: Georgla Institute of Technology

:i'.: Atlanta, GA 30332

N

>,

1. Background

ng Over the past several years, the research group at Georgla Tech has been engaged in a study of case-based reason-
DA ing. in case-based reasoning, the problem solver makes its inferences based directly on previous cases rather than by the

more fraditional approach of using general knowledge. Case-based reasoning resuits in several enhancements 10 problem
',:;c solving behavior over time. First, recall of previous failures wamns the problem solver of potential for fallure and allows the
:. ' problem solver 1o avoid making mistakes made previously. Second, previous decisions that have besn made previously are
) suggested to the problem solver so that its decisions do not have 10 all be made from scraich. This lsssens the search

space and also is a way of shoricutting the constraint satisfaction process. Third, ¥ absiract schemats can be derived from
! cases that have been seen previously, generaiized knowledge can be augmented. This allows rea! shoricuts in problem
solving. Decislons that previously took several reasoning steps 0 make may be possbie through application of a general-

-

.: zed schema.
) 2. Making a Case-Based Inference
L Making a case-based inferencs, in the simplest case, ncludes the following set of sieps:
" Recall a previous case
)
:;* Focus on appropriate paris of that case
“
K .) a. Use those parts of the previous cass 1o derive an appropriate decision for the new case
.:
o Recall of a previous case is done by probing the memory. According fo Schank's (1982) MOPs theory, understanding of a
,,: new input (case) Includes finding the best knowledge in memory that can be used 1o make predictions from K. Finding this
v,
-;: knowledge Is equivaient 1o inlegrating the new case with what is aiready in the memory. As ressoning ls going on, accord-
b
ing to this theory, memory is consiantly being probed and updated, the cass ls getting better Integrated, and better
'::: knowledge to use In making predictions about the case s being derived. According to the same theory, generalized
_,:' knowledge and individual cases are organized together in the same memory (see Kolodner, 1984; Lebowitz, 1983 for means
o
of implementing such a memory). As a result, as a case is being undersiood and integrated into memory, both generalized
u,
;. knowledge and individual cases become avallable 10 use in further processing it. it s the cases that are sncountered during
N
’
.
}’: this undersianding process that become avaliable for case-based inference.
* This work is supported in part by NSF under Grant No. IST-8317711 and Grant No. I8T-8808382, by ARO under
K3 Contract No. DAAG29-85-K-0023, and by ARi under Contract No. MDA-903-88-C-173.
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Any particulsr case that is recalled could be quite large. The entire case is not necessary for meking a case-based

inference. In fact, the whole case with all of its details is 100 cumbersome 10 work with. Rather, the parts of the case that

have relevance 1o the new case are the ones 1o focus on. How can these paris be determined? At any ime during reason-

ing, the reasoner has a set of reasoning goals. It is these reasoning goais that determine which parts of the previous case

fo focus on. Reasoning goals are the set of things kit is trying to make conciusions about. Thus, & ressoner that has 10

mediate a dispute will have goals associated with finding out the gosis of disputants with respect 10 the dispuled cbject,

finding out about other relaled goals of either disputant, finding out how important sach goal is 1o each disputant, figuring

out what kinds of compromises will be acceptable, presenting a compromise solution 10 each side, and eventually, moditying

the compromise according to the fesdback provided by disputants and persuading each side of the utility of the solution.

Given the current goal of the reasoner, focus ls direcied 1o those parts of the previous case that are relevant to fulfiiling that

goal. Thus, when a mediator is reminded of a case while frying 1o determine how imporiant a particular goal is t0 & dispu-

ant, # will focus on how important the goal was 10 a previous disputant and what gave Kk that importance. When It Is rying

10 persuade 2 disputant of the utllity of a compromise, it will focus on the way that type of compromise was supporied pre-

viously®.

Whaere do these goals come from? One can think of 8 general purpose ressoner that is at isast initially in charge of

reasoning goals. As a probiem Is being reasoned about, the goais and subgoals that must be achieved 10 resoive it are

derived by that reasoner. In Carbonell (1983, 1988), that reasoner is a means-ends analysis problem soiver and therefore

derives its subgoals by comparing the current and goals states, deriving their differences, and setting up goais of reducing

those differences. In Hammond (1986) and Kolodner (1985; Kolodner, et al., 1885; Simpson, 1985; Sycara, 1985), the set

of goals are known a priori, and the reasoner goes through the set of goais sequentially. in Kolodner (1887), Culingford &

Kolodner (1986), the general purpose ressoner is a problem reduction problem soiver. initially, the goals of the case-based

ressoner are derlved from the goals of the general purposs reasoner. When memory refurns a case, the case-based res-

y . soner takes the case along with the current problem solving goals and attempts 10 achieve those goals by using the case.

PSR PR SR N

"y *See Kolodner, 1985; Kolodner, ot al., 1965; Simpeon, 1985 for more about this. Carbonel), 1983, 1988 doss not write
‘ sbout this directly, but his method in effect focuses in this way. The ditference in the two methods has 10 do with
where the goals come from rather than how they are used 10 focus.
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Later goals of the case-based reasoner may be derived by the case-based reasoner when & nesds additional knowiedge o .'.
o
make its inferences or when it finde that focus must be changed (Kolodner, 1887), by the case that is recalled from memory d
(Carbonell, 1088, Hammond, 1986), by the general purposse reasoner (Kolodner, 1987), or sise are rairieved from the set of 2
J
*
goals Initially set for the program (Hammond, 1986; Simpson, 1985). o‘:
&
s
]
The third step, making the case-based Inference(s), is the purpose of the others. Recall that at this point, we have a
LYy
an old case, we have a problem soiver goal, we have focused on & part of the oki case that is 10 be used in achisving that P
{d A
goal, and we have the case we are currently working on. The purpose of the case-based Inference is 10 achisve the goal ~
A
for the new case based on the old one. The process for doing this depends on a lot of considerations: Was the previous »
9,
case a success or a fallure? Was the part we are focussing on responsibie for the fallure or not? Did ik change as a result } \
t
of re-evaiuation? |s there a value that, when derlved, will achieve the goal, and ¥ 80, is that value availlable In the oid case? ‘I;
Do we know how that value was derived for the old case? Was it by an "essy” or a "complex” set of reasoning steps? Do y
we know why the vaiue from the previous case wes appropriats? Do we know why the method of deriving that vaiue previ- -.
o
ously was appropriate? |f achievement of the goal is not done by simple derivation of a value, do we have a generalized . N
schema that explains how the goal was achleved previously? If no schema, do we have the set of steps? Is our goal to 3
.
derive a plan or is it to derive a feature value? :
‘.
The answers 10 this set of questions dater mine which of & variety of cass-based inference methods ought o be used. K
L
Transier and modification of a value or a frame Is one method. it is the method employed in Carbonell (1983), Hammond ;_".
vy
o
(1966), Simpson (1985), Sycara (19885), Kolodner, et al. (1985). Allernatively, the conditions under which a previous deci- :ﬁ
\'e
sion was made can be taken inlo account, In which case the case-based inference tends 10 be & Fransfer of the method of ‘
decision meking or the inference rules used previously rather than s vaiue. These methods were initially descrbed in Car- :'. )
™
~
bonel (1983) and (1986) and called transformational and derivationsl analogy, respectively. He propossd them as methods )
for deriving a plan. We proposs that both methods can be used any time case-based inference is called for, give a set of
N
~
steps for each, and give heuristics for choosing betwesn them. Answers 10 some of the questions above determine which
--'. \
shoud! be used at any time. Because derivational analogy is more time-consuming than ranstormational analogy, for exam- =]
ple, It Is used only ¥ rransformational analogy can be saslly ruled out or ¥ problems are cbviously from different domains. '.
Ve
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Another case-based Inference method is more schema-based (see, e.g., Holyoak (1984)). In this method, the current and
previous cases ar¢ compared and a schema descrbing the similarities of the problem sialemenis is descrbed (Shinn,
1987). The schema must be such that it can be used to descrbe both probiem statements. The schema is then broadened

to descrbe the solution 1o the previous problem, and the new probiem is soived by applying the schema 1o that problem. In

principle, it should be possible through this method to derive real probiem soiver shoricuts by storing the derivations of the
reasoning steps In the schema where they do not have 1o be considered during later problem solving except when some-

i thing goss wrong. This is not possible with ransformational or derlvational analogy by themeeives.

While these three methods are the ones that are appiicable when the previous case resulted In success, additional

i reasoning must go on when the previous case resulied in faliure (Carboneli, 1986, Kolodner, 1987). In this cass, the condi-
tions under which previous values were computed and the set of steps used 10 10 make decisions are checked against the

new case to see K the same potential for fallure sxists. The previous cease may also provide suggestions 10 the problem

solver of how to proceed. In essense, the reasoning that goes on here Is a special case of derivational analogy.

in short, the steps thal must be followed to capitalize on a previous fallure are*: (1) determine what was responsible

for the previous fallure, i possible (this may aiready be recorded, and I not, some short amount of lime is spent attempting

) fo derive 1t), (2) direct reasoning focus 1o the declision in the new problem that is analogous 10 the one that caused the

faliure in the previous one (this may be the one currently being focussed on or one that its correct solution is dependant on),

(3) check for the potential for the same faliure in the new case, either by sesing K the explanation of the previous fallure

hoids Int he new case or by checking the reasons why the previous decision was made and sesing ¥ the same justifications

might apply In the new case (this step may require additional information gathering), (4) ¥ not, potential for error is not

there, 80 return to the interrupted step and keep going, (5) ¥ 80, ruie out the previous errorful decision as a possbiiity for

the current case, and { the previous case was finally resoived correctly, determine I the decision made when k was

resoived correctly is applicable 1o the new case, (6) ¥ 30, use it as a suggestion for a caees-based nference, (7) ¥ swep 2

redirecied focus, then redo whatever decisions must be redone as a result {i.e., follow dependencies) and retum 1o the rea-
‘ soning step that was interrupled.

*Of course, R is more complex than the st of stepe shown here, but thees steps form the core of the processing. See
Kolodner (1987) for more detail.
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Because this processing requires knowing why previous decisions were made, what other decislons previous deci-
sions were depsndent on, and what was responsble previous failures, there mc it be both a repressniational system and a

b bookkeeping system that keep ack of this knowledge. Our golution to the representational probiem is 10 have “value

frames” (Kolodner, 1986) associated with each value recorded by the system®. Each time the problem soiver makes a
daecision, Rt records its decision In the appropriate piace and also records what led it 1o that decision. Value frames nclude
facets for a value, other values that were suggesied as alternatives, ruled out values, conditions that were oconsidered In
choosing the value, and the inference ruls or method or set of sieps used 10 make the decision. Each inferencs rule that is
recorded has thres parts 1o it: the rule body, the bindings that were used in this instance, and the source of thoss bindings
(.e., where in the problem description can the values used in the bindings be found). in addition 10 supporting the process-

! ing descrbed above, the knowledge found in value frames also supports case-based inference in general.

While value frames keep the justifications for sach decision, poiniers in the other direction are nesded when the prob-
lem solver needs 10 relract an akeady-made decision. Our solution has been to integrate a ruth-maintenance type systom

with our preblem solver (Kolodner, 1987).

3. Implementations

in an attempt 1o be able 1o come up with results that cut across several different probiem solving methods and styles,

we have looked at expert task domains, such as psychiatic diagnosis and lsbor mediation, and common-sense task

; domaine, such 88 solving everyday resource problems, ghing advice sbout soquiring housshold spplisncss, and most
recently, mes! design.

An early implementation of a case-based reasoner t0 come out of our group is the MEDIATOR (Skmpson, 1885,
Kolodner, ot al., 1985), a program that usss case-based reasoning to understand and resoive dispuies in a common-sense
way. There are several major points Nustrated by the MEDIATOR project. First, R showed that case-based inference s
appropriate for any kind of inference that needs 10 be made, provided the appropriate previous cases are avalable.

y Second, k showed how at least some reasoning shoricuts are aliowed with case-based reasoning. Third, the MEDIATOR

*Valus fames hold sasentially the same things Carbonell (1968) claims are necessary for derivational anslogies.
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s llusirated tha! if the reasoning process keeps Its reasoning goals explicit, then the case-based reasoning process can be X

drected by those goals. While reminding depends on the description of the whole case, access 10 parts of the previous

) case was described as demand-driven, where demand is supplied by the reasoner’'s goals. g
[

%

"' There are many problems that the MEDIATOR did not address, however, and much of what appears in this abstract
™)

Is a result of analysis of the MEDIATOR's strengths and weakneses. We are currently addressing the probleme descrbed In
! this paper and others in the contaxt of two projects. Our JULIA project (Cullingford & Kolodner, 19088, Kolodner, 1987), an )
. d

:;‘ attempt fo design an automated colieague that acts as a caterer's assistant. JULIA's case-based reasoner allows Inferacts d

. v
- with & problem reduction problem solver that maintaing a network of JULIA's reasoning goais and a very imited reason ’
[} ]
N maintsnance system that keeps track of the dependencies between decisions that have besn made. When JULIA is more '
{

W
; S complete, the problem reduction problem soiver will alsc know how, in general, o achieve those goals, and will alsc Include
[{

o a constraint propagator; a more sophisticated condition checker and reason-maintenance system; and a full natural ianguage g
%

"

. system. Qur car mechanics project is an attempt to look at learning from experience in a real world domain.
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